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ABSTRACT
Hydrogen dispersion in stagnant environment resulting from blowdvenvessel storing the gas at
cryogenic temperaturés simulated usingdifferent CFD codes and modelling strategieBhe
simulations are based on the DISCHA experiments that were carried ddrlsyuhe Institute of
Technology (KIT) andPro-Science (PS). The selected test for the current study involvesdeyd
release from @.815 dm volume tank with an initial pressure of 200 barg and temperature 80 K.
During the release, the hydrogen pressure in the tank gradually decreased. A total of about 139 gr
hydrogen is released through a 4 mm diameter. The tamupe time serieandthe temperature decay
rate of the minimum valupredicted by the different codes are compared with each other and with the
experimentally measured ones. Recommendationgufare experimental setup and forodeling
approaches fosimilar releases are provided basenl thepresent analysisThe work is carried out
within the EUfunded project, PRESLHY.
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1.0 INTRODUCTION

In the last years, yrogen technologys introducedmore and rare in transportsector The more
effective optionfor this kind of applications iBquid hydrogen (LH2) due to its high energy density

This generateghe need of pr@ormative research fahe safer useof LH2. PRESLHY is an EU

funded project that seeks close certain knowledge gaps related to LH2 safaty/to provide safety
recommendationsin this framework several experiments with cryogenic hydrogen relaade
dispersion have been performedvithin PRELHY and its behavior is studied. In parallel,
Computational Fluid Dynamics (CFD) codes are used to simulate these experiments, in order to assist
theunderstandingf the underlying phenomena atube validatechgainst weldefined experiments

This work deals with the CFD modeling of hydrogtispersion resulting frorblowdown cryogenic
release. CFD modeling of such flows can be challenging and any model/approach should be first
validated against experiments, in order to enable its future use for the production of reliable safety
assessments.h& experiment$l] performed by Karlsruhe Institute of Technology (KIT) and-Pro
Science (PS) were used for the validation. They involve hydrogen release from a 200 barg vessel at 80
K through a 4 mm nozzle.

In this CFDstudythreeproject partnerparticipatedwith different CFD codes and modeling strategies
and the computational resulise evaluated againghe experimentsThe softwares that were usedis:
ADREA-HF, ANSYS Fluent andDpenFOAM.More details about the modeling strategy that each
partner followedcan be found in SectidhO.

To simulate the higipressure release all partners ugeziconcept ohotional nozzle approacBased

on this approach simple calculats are performed in the higlompressible region between the
nozzle and the location where the jet isyulixpanded to ambient pressure. Sia&84 when the
notional nozzle concept wafirst introduced by Birch[2] several other approaches have been
devebped with different assumptiond. review and evaluation of some die available notional
approaches is presenteddj. In [4], the CFD model was also usedsimulatethe highcompressible
region of the undeexpanded jeand compared against experiment aaderalnotional approads. It

was showrthat the notional nozzle ppaches gave good predictions, while CFD underestimated the
concentrationThis underestimation of CFD model can be attributed to the higher diffusion due to
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small turbulent Schmidt number or large air entrainment. More research shaadibd out to sidy
the CFD modeling of undexxpanded hydrogen jet.

The comparison of the CFD results with the measurements showed fairly good agreement among
predictions and simulations. The CFD results and the temperature measuiedieatsd also that

the experninental configuration for concentration measurements led to inaccuracies regarding the
arrival time of the mixture. The entire analysis is presented and discussed in $ugidtsand
discussion

2.0 DISCHA EXPERIMENTAL DESCRIP TION

More than 200 hydrogen bledown experiments wereonductedwith the DisChdacility at
Karlsrute Institute of Technologgindin collaboration withPro-Science[1]. Half of the experirants
wereperformedat cryogenic temperatures (approx. 80 KheDisChafacility is consistedf a2.815
dn? internal volumevesse| which is fastened in an insulated box for the LN2 pool coolifige
discharge line and associated dimensions are shoRigunel, left.
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Figurel. Sketch of the DISCHA facilityleft) and he H2sensors and thermocouples position (right)

Pressure wameasured inside the tank (P1) and after the valve (P2). Temperatures were measured
inside the vessel (T1, T2, T3), after the valve (T4) and at the nozzle (TN). T4 is welded into the line to
measure the temperature inside it. TN is mounted from the oltsi@énole in the material of the
stainless steel nozzle aperture with no direct contact to the flowing lgas, T4 measurements are
considered a closer indication of the nozzle temperature.

For the current CFBstudy the trial 20190528 104204 was choserhis trial involves blowdown
release of hydrogen at 200 barg and 80 K through a 4 mm né¢zlee nozzle the conditions were
such that only vapor hydrogen was released.

Five thermocouples and five H&nsors were placed at sevepalints to monitor themixture
distribution (seeFigure 1, right). Three thermocouples, T5, T6 and Twkreplacal along the release
centreline(x-axis) at 0.25, 0.75 and 1.75 dlistance fromthe nozzle respectively,while T8 was
placed 0.02 m below the jet centreline aloraxis at 0.2m distancefrom the nozzleT9 wasplaced
0.05 above the jet centreline alongyds at 0.5m distancdrom the nozzleThree H2sensorsC1, C2
and C3were paced along the release centreline at 0.5, 1 and Ir&spectivelywhile one sensor was
placed at 1 m from the nozzle and 0.1 m offset along theis/(lateral direction)The fifth sensor
(C1-) had different configuration and was used for compariturs it placed in the same location as
C1.

The H2sensors were ujte large, thusn order not todisturb the flow they were not mounted
physically to the positionshown inFigure 1, right They were connected to these positions via thin
plastic tubes of 2.55 m length. One small pungs used to supply all sensors with the same volume
flow of test atmosphere during the measuremddt® to thisconfigurationthere is adelay timein
concentration records. PS performed-pxperiments to determine this delay time. Teapo®dthe

open tip of the plastic tube with pure or diluted hydrogen (20% H2, forming gas) from a balloon
(without forcing an additional flow of the tiegas in the tube). A similar delay time of 2 s was found
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for all sensors from the opening of the hydrogen balloon to the first increase in the signals of the
hydrogen sensorddowever,in the actual experimentshich havewidely different conditionghis
delayseemso be a)underestimated and b) different for each sensor location, i.e. depending on the
flow conditions This alsomeans that an error might be introduced in the concentration gradients
during the blowdown release.

The thermocouple measurenesghowed thathe minimum values were achieved almost at time zero
at all positons. @king into account the correlation between temperature and concentration we consider
the thermocouplarrival times as indicative for trewncentratiorarrival time as wik

Finally, there was a delay fo the time that experiment was triggered until the ttha the valve

starts to open and the pressure just upstream the nozzle, P4, starts to increase. The time that P4 starts
to increase is considered time zero for the experiments and the time series were synchronized
accordingly.This response time was 0®6ecfor this test Additional delay until the valve is fully

openhas not been estimated andswet taken into accouirt time synchronization

3.0 CFD SIMULATIONS
3.1 NCSRD modeling strategy

To model hydrogen dispersion the CFD code ADRHERA has been used. The 3D time dependent
conservation equations are solved. Mass, momenstatic enthalpyconservation equation for the
mixture and the hydrogen mass fractiomservation equation are solvédsed on the following
equations:
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wherer - mixture density, kg/fh u- velocity, m/s; P- pressure, Pag - gravitational acceleration,
m/s; T - temperature, K;m, m - laminar amd turbulent viscosity respectively, ka/m/g;,/,

laminar and turbulent thermal conductivity respectively, W/m8¢ - turbulent Schmidt number,
dimensionlesd) - molecular diffusivity, i/s; h - enthalpy, J/kg;q - total mass fraction (vapor and

liquid if it exists). The turbulent Schmids set equal to 0.72. The subscripts i and j denote the
Cartesian x, y and coordinates, index p denotes the component p, index v is for the vapor phase and
index a is for air.

For the turbulence modeling the standapkilon with extra buoyance terifg is employed.

3.1.1 Release modelling

A challenging taskor the simulation othis experiment was the releasewdownmodeling. Inside
the tank there is higpressure cryogenic hydrogen, which is released through a discharge line with
severalcomponents (e.g.alve and nozzle)As shown inFigurel a small part of the discharge line
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and the nozzle are outside the Ldtibling box and thus additional heat tri@ndrom the environment

might occur.To accuragly model the blowdown releas¢eady state éntropic process is performed

from the measured tank conditions to the nozzle conditions taking into account the pressure losses
along the discharge line and &l elementausing the discharge topkesented ir6]. Figure2 shows

the experimental mass flow rate with respect to the calculated mass fleaamdattee calculated nozzle
pressure and temperature
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Figure 2. The experimental versus the calculated mass flowaradethe calculated nozzle pressure
and temperature

As shown inFigure 2, the pressureat the nozzle is higher than ambient pressure until around 3.4 s.
This means that an undexpanded jet is formed downwind the nozZle® model the fully
compressible region of the undexpanded jethe notional nozzleconceptwas usedBased ornthe

notional nozzle approach the real nozzle is replaced by a fictitious nozzle where the jet is fully
expanded and the pressure is equal to ambient. To estimate the rest conditions in the fictitious area
several pproaches have been developed over tle dacadeslin some approaches the notional
velocity is assumed equal to sonic, while in other approastipsrsonic velocity is imposed by
solving the momentum balance from the real nozzle to the notional nozithese approaches higher
momentum isintroduced in the computational domai@n the other hand, in the approaches with
sonic velocitiedarger notional diameter is calculatedconserve the mass flow rafehe temperature

at the notional nozzle can eithbe assumed equal to a specific value, e.g. equal to the nozzle
temperature (or equal to ambient in room temperature releases) or enthalpy conservation equation can
be solved to predict it. In the second approach lower that the nozzle tempergredicted this in

turn might lead to twgphase conditions at notional nozzle.

NCSRD used thapproachthat solveslD conservation mass and momentum equatichffom the
nozzle tothe notional nozzleand assumes that themperature is equal the nozzle temperature.
Based on this approach supersovglocity is predicted at the notional noz#ter the calculationthe

NCSRD discharge tool was used, which appliesNIST EoShatis based on explicit modely of
the Helmholtz free energy

Figure 3 shows the temperature, velocity and diameter that NCSRD used at notional ibezle
notional nozzle conditions were somehow smoothed to avoid convergence problems in the CFD
dispersion problemJU and UWAR respective valuese also shown for comparison.
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Figure3. The transient conditions at notional nozzle that were used in NCSRD, UU and UWAR
simulations.



Transient source terms (with given velocity, temperature and notional nozzle area time hesteries)
introduced in two cells at the release location to model the transient jet.

3.1.2 Computational grid and numerical details

The computational domain extendedn the xaxis 100 mm upwind the source and 12 m downwind
and in the yaxis isextended 2 mSymmetry along the-gxis is assumedn the zaxis the domain is
extended 2 m above the source antlh below. A Cartesian grid with306 680cells in total is
desgned.Two cells were used to discretize the symmetric source Beeh cell wagqual tother o f
theinitial notionalnozzle Very small expansion ratio (1.Gd 1.08 is used in the close vicinity of
the sourcen all directions and further downwind the raisancreased untilhe maximum ofl..12.

Constant pressurboundary conditioris imposed in all boundaries except the bottom where wall
boundaries are sahdexcept forthe symmetry plane

Higher ader rumerical scheme (MUSCL) wassed for the discretization of convective terms, central
differences for the diffusive terms and drder upwind for time integratiotnderrelaxation factor
equal to 0.7 was used in all variables. The time step waaant ad very small 10* order of
magnitudeat the initial stage of the blowdown th0® at the later stage whemass flow rate
decreased

3.2 UU modeling strategy

ANSYS Fluent V20.2 was used as a platform for CFD computations. An approach solving the
Reynoldsaveraged NavieBtokes (RANS) conservations for mass, momentum, energy and species
was selected:
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where| is the density, t is the time, ignd k corresponds to the Cartesian coordinatesuathe
velocity componentsp is the pressure, is the turbulent dynamic viscosity, is the Kronecker
symbol,"Qis the gravity acceleratioi@is the total energy¢ is the specific heat@onstant pressure,
0 i and"Ycare the turbulent Prandtl and Schmidimbers equal to 0.85 and 0.70 respectjv@lyis
the molecular diffusivity of the specieg @& is the corresponding mass fractiov,and™Y are the
source terms forreergy and chemical specie.

Turbulence was accounted using the standddd kt ur bul ence model ( withunder
buoyancy terms.

3.2.1 Release modelling

The release from the higiressure hydrogen storage (200 bar) results in an 1exganded jetThe

storage pressure and temperature dynamics during the tank blowdown were modelled by using a non

adiabatic model based on methodology{&y The model takes into account convective heat transfer

at the internal and external walls. Nusselt correlations are employed to calculate the convective heat

transfer coefficients. Conduction through the wall is calculated by solving an unsteady heat transfer
5
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onedimensional equation though the finite difference method. In this formulation, thelesin
behaviour of cryogenic hydrogen is taken into account by using NIST EOS, instead -didkibelas

in [8], by implementing CoolProp database toleate hydrogen thermodynamic paramef{8its The
hydrogen flow parameters at the real and notional nozzle were modelled byhesingiérexpanded

jet theory in[10], which is based on mass and energy conservation equations. The approach was
modified to employ NIST EOS as preseth in [11]. The flow is characterized by uniform sonic
velocity and ambient pressure at the notional nozzle, simplifying significantly the problem by
considering the jet flow at the notional nozzle as completghareded. A discharge coefficient of 0.7

is applied to take into account losses in the release syiStgme4 shows the comparison beten the
resulting pressure arn@mperature dynamics in the storaged the calculated mass flow ratéth
experimental measurements.
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Figure 4. Pressure and temperature dynamics in the storage during blovatamvoomparison of
calculated mass flow rate with experiment

Employing the notional nozzle diameter as inflow boundary with specified flow velocity would
require a change of the numerical grid because the release conditions in the notional nozzle and its
diameter are changing during blowdown process. To avoid the change of grid, the release of hydrogen
was reproduced through the volumetric source implementation of the notional nozzle approach during
the tank blowdownj10]. This approach is based on the evaluation of transient source terms for mass,
momentum, energy, turbulent kinetic energy and turbulent dissipation rate depending which vary in
time toreflecton the changing dynamics of properties at the notional nozzle. Source terms are applied
to a constant cubic volume, thus responsible for the hydrogen release. The cube length is 3.3 cm and it
corresponds to the value of the notional nozzle atélgenhing of the tank blowdown.

3.2.2 Computational grid and numerical details

The calculation domain is rectangular with dimensions 8x3x4 m. All boundaries are modelled as no
slip walls with exception of the side perpendicular to the release axis, which isleredsias a
pressureoutlet with gauge pressure equal to 0 Pa. The numerical grid is hexahedral. The volumetric
releases source is located at 0.5 m from the back wall and 1.11 m height from the ground. The
volumetric source exit is discretized by 2x2 celbjch have a minimum size of 1.7 cm. The cell size
dimensions are increased with a growth ratio equal to 1.1. The total number of control volumes is 308
892. The ambient temperature is 288tKe ambient pressure is 1 bar and normal air composition is
considered. Pressubmsed solver was employed along with the compressible gas assumption.
SIMPLE procedure is chosen for velogfiyessure coupling, whereas convective terms are discretized
using the second order upwind. A constant time step equahtd’ 8 is applied. Time step sensitivity
analysis was performed by decreasing the time step t6 6.0@®mperature dynamics at two locations

2 cm away from T5 and T6 was used for comparison and veastganot show significant differences

for a time larger than 0.05s.

3.3 UWAR modeling strategy

Large eddy simulation (LES) of the unsteady cryogenic hydrogen jet during the blowdown process is
conducted using rhoReactingFOAM, which is a ders#tged multispecies compressible flow solver
within the frame of opesource CFD code OpenFOAM. In LES all variables are decomposed into
resolved and unresolved (sghid) components by filtering NavieBtokes equations. The governing
equations are solved for three cenative variables, specifically density, momentum density, and
total energy density. A transport equation is also applied in order to consider the mixing of multiple
species. Onequation eddyiscosity SGS model for compressible flows is used in whitlarssport
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equation is solved for the sigoid scale (SGS) kinetic enerdy¢2]. The finite volume discrete
ordinates model (FVYDOM) is employed to solve the radiative heat transfer equation (RTE). The
weighted sum of the grey gas model i®dido evaluate the absorption, emission coefficients. For
comparison, the Reynolgs/eraged NavieBtokes (RANS) approach has also been used with the
RNG k-epsilon model for turbulence.

A finite volume (FV) method is utilized to discretize the filteredtiphgoverning equations into a set

of resolvable linear equations. For discretization, it is required to obtain fluxes of various flow
variables at cell faces using the values at cell centers. The sex®rdlotal Variation Diminishing

(TVD) scheme andhe CrankNicholson scheme are applied. The Courkriedrichg Lewy (CFL)

number is |l ess than 0.5, corresponding to a phys

3.3.1 Boundary and initial conditions

The diameter of the cylinder computation domain is set asand the height is 2 m based on-pre
calculations of the hydrogen jet. The influence of boundaries on the evolution of the jet is checked so
that no significant velocities were formed at the boundaries. The side, top, and bottom boundaries of
the domairmare set as open atmosphere, in which the boundary does not influence the flow across the
domain. The hydrogen inlet is circular and is located at¢meerof the bottom plane. Due to the high
reservoir pressure of hydrogen, the throat of the nozzleesanim at higher than ambient pressure
and, consequently, form an undgetpanded jet from the nozzlEor the nozzle conditions the model
described in Sectio.1.1was used[6] andthe notional nozzlenodelwhich is basedn mass and
energy conservation equatiofis3] but with NIST EoSwas employed Hydrogen was injected from

the bottom of the computational domain with a constant upward velocity. The direction of gravity is
perpendicular to the direction of the hydrogen jet to model a horizontal jet. Initially, the domain was
set to be filled with stagnant air at Ta = 293 K andahwient pressure is Pa = 1 atm. The mesh
resolution was 2 mm near the national nozzle and it increase gradually further away with total of 20
million cells. This means that the eddy with the size above 2 mm is resolved in the critical region of jet
initiation and the turbulence at the scales below 2 mm is assumed to be isotropic and homogeneous.

4.0 RESULTS AND DISCUSSION

As mentioned in SectioR.0 the concentration time series cannot be considered reliable due to the
sensors experimental configuration that lead to significant time .ddgsurements of temperature in

the exact position abl2-sensorscould deriveconcentration time series by applying the adiabatic
mixing approachin this way they coulgrovide useful information regarding the arriviahé of peak
concentrations anthe cacentraéion gradients. This practice can be followed by experimentalists in
the future forsimilargp| i cat i onssetphd sensor so

The comparison bew®en predictions and experiment will performed using the temperature time
series and the decay raté the minimum temperaturealong the jet centerlineHowever, the
experimental and predictencentration time series are also presentédguare5 as they can support

the discussionin the experimental time series no time synchronization has been applied (except for
the response time of the valve, see Se@i@h The UWAR simulatiors havecurrentlyreacled only

1.2 secphysical time de to the computational cost for transient LEBe smaller figurevithin Figure

5is acloseview of the results until .2 sec (for better evaluation of UWAR simulations).

Based on the concentration time setiies simulations give similar results. The experimental time
delay of the miture arrival at all sensor locations is shown. The largest delay observed is around 7 sec
at the furthest sensor, C3. On the contrarythmsimulations the peak concentration is achieved at
almost time zero. Differences between predictions and expdritaerbe also found in concentration
gradientand peak concentratiorBimulations exhibit steeper gradient at the early stage of the
blowdown at all senso@nd predict higher peak concentratibtonetheless, as mentionabovethis
comparison cannot be considered reliable. At later stage and until 4 sec when release velocity is lower,
the simulations gradients are in better agreement with experiment further supporting the assumption
that time delay in H&ensors is dependent thre flow conditions.
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Figure5. Concentration time serieShe smaller figure is a view of the results untft 4ec (for better
evaluation of UWAR simulations).

Figure 6 (top) shows the temperature time series at all monitoring points, Wiglere 6 (bottom)

shows the temperate decay rate along the jet centerline taking into account the minimum values. Based
on the temperature time series along releasdreline(Figure 6, top, left) very good agreement is

found between experiment and simulations for the centerline semsmept for UWAR predictions

close to the nozzle which exhibits serious urgtediction The minimum temperaturis predicted

earlier than expémentin all simulations This can be attributed tthe time thatis required forthe

valve to fully open This time delay was not taken into considerationexperimentaltime
synchronization.

Based on the temperature time series for the sensorsggrdhlith the release centerlinéidure6,

top, right) all simulations undegstimated the temperature at the distance closest to the nozzle, sensor
T8. At the furthet sensor, T9, UU is in good agreement with the experiment, whilst NCSRD
overestimatethe temperature. This overestimation is higher at the initial stage of the blowdown and is
reduced as release progresses. LES simulation (UV@&&predicts the tempetare after 0.4 sln

all temperature sensors the gradient of temperature with respect to time is well reproduced by both
RANS simulations for the first 4 sec of blowdown. LES simulation tends to predsteeper
temperature gradient. As far as the minimum temperature is concdfipde(6, bottom) all
simulations tend to underestimate it, with RANS simulations to be in fgadyl agreement with the
experiment.

The undetprediction of temperature close to the nozzle implies that the nozzle or the notional nozzle
temperature might be lower tham reality. The shock wave@ the undeexpanded region could
warm up the mixturea heat input that is not taken into account in the notional approaches, leading to
higher temperatures. This phenomenon should be further investigated. A fully CFD simulation in the
underexpanded region could provide an insight.
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Figure6. Temperature time series (top) at all sensors and minimum temperature decay rate (bottom)
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alongjet centrelineThe smaller figurginside Figure, left)s a view of the results until2sec (for
better evaluation of UWAR simuians).

In general, he small differences between thRANS predictions can be attributed to the different
release conditions. The notional approach that UU uses assumes sonic velocity and temperature lower
than the nozzle temperature based on the enttltalpgervation, while NCSRD imposes supersonic

velocity and higher temperatures (equal to nozzle temperatune)different turbulent Pnumber

between simulationscould also lead todifferent level of mixing and discrepancies between
predictions

The predicted concentration and temperature contplots on xz release plara 0.5 and 2 seare
shownin Figure7 for NCSRD and UU simulation8ased on both simulationsethietis momentum

dominantand no buoyancy of the flammable mixture is observed
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Figure7. Temperaturdleft) andconcentratior{right) contour plots on xz release plandvab times.
The ontour levelof the partnes are similar, but not exactly the sachge to software constrains in
postprocessing

Finally, UWAR performed a comparison between LES and RANS simulations using the same
numerical parameter$igure 8). Currently the results up th.2 sec are availahlét is found hat the

LES predicts a more rapid dispersion of hydrogen than RAMS.temperature and hydrogen mole
fraction predicted by LES have a more rapid decréase increase, respectively) the early stage of

the blowdown especially for the downstream serssof T7 and C3The instantaneous distributions
hydrogen mole fractioand temperaturéuring the initial stage of the jate presented iRigure9.
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Figure8. Comparison of the results between3 Bnd RANShydrogen concentration of sensors C1,
C2 and C3left), (b) temperature of sensors T5, T6 and(G&nter) (c) temperature of sensors T8 and
TO (right).
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