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ABSTRACT  

In the context of a numerical investigation of thermal hazards from two under-expanded hydrogen jet 

fires, results from a newly-developed thermal radiation module of the ADREA-HF computational 

fluid dynamics (CFD) code were validated against two physical experiments. The first experiment was 

a vertical under-expanded hydrogen jet fire at 170 bar, with the objective of the numerical 

investigation being to capture the spatial distribution of the radial radiative heat flux at a given time 

instant. In the second case, a horizontal under-expanded hydrogen jet fire at 340 bar was considered. 

Here, the objective was to capture the temporal evolution of the radial radiative heat flux at selected 

fixed points in space. The numerical study employs the eddy dissipation model for combustion and the 

finite volume method (FVM) for the calculation of the radiative intensity. The FVM was implemented 

using a novel angular discretization scheme. By dividing the unit sphere into an arbitrary number of 

exactly equal angular control volumes, this new scheme allows for more flexibility and efficiency. A 

demonstration of numerical convergence as a function the number of both spatial and angular control 

volumes was performed.  

1.0 NOMENCLATURE 
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   Temperature 
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      Visible flame length 

t  time 

   
  Hydrogen volume concentration 

 

2.0 INTRODUCTION 

High-pressure hydrogen compression is the main currently chosen technology for onboard storage in 

vehicle tanks. An accidental hydrogen release from a damaged storage system or from a thermal 

pressure relief device (TPRD) may ignite, resulting in a jet fire with a flame length of the order of tens 

of meters. The resulting high temperatures of the flame combined with the radiative heat flux 

propagating away from it clearly present a serious threat for both life and property. This situation calls 

for the development of predictive engineering tools which will allow one to estimate safety distances 

and allow the design of safer hydrogen storage systems. One such promising tool is computational 

fluid dynamics (CFD), which has been proven capable of simulating realistic accident scenarios in 

hydrogen safety engineering. In the case of hydrogen jet fire scenarios, initial studies focused on the 

calculation of simple flame characteristics, such as length and width [1–3], with studies including 

effects of the radiative heat flux from the jet fire appearing more recently [4–6].  

This study validates the newly-developed radiation module of the ADREA-HF CFD code against two 

independent physical experiments. A novel feature of this work is the introduction of a new angular 

discretization scheme for the radiative intensity. The present paper is organized as follows:  first we 

present our numerical method implemented in the radiation module of ADREA-HF. This is followed 

by a comparison of experimental and numerical results which validates our method, accompanied by 

brief descriptions of the physical experiments. This section includes a careful study of the effects of 

both spatial and angular discretization. The paper closes with a brief section where conclusions are 

stated. 

3.0 NUMERICAL MODEL 

The ADREA-HF code [7] was used in all simulations included in this study. It is an in-house finite 

volume CFD code capable of solving the flow equations in arbitrary geometrical configurations using 

Cartesian grids and the method of porosities. Due to the simplicity of the geometries considered, the 

method of porosities was not utilized in this study, because of perfect boundary-grid alignment. The 

standard k-ε turbulence model was employed in an unsteady Reynolds-averaged Navier-Stokes 

(URANS) approach, whereas hydrogen non-premixed turbulent combustion was modeled using the 

eddy-dissipation concept (EDC) model [8]. The timestep of all simulations was controlled with the use 

of a Courant-Friedrichs-Lewy (CFL) condition, with a CFL number equal to 2.0.  The finite volume 

method (FVM) [9] was chosen for the calculation of radiative heat transfer. This choice was done after 

a careful comparison of the FVM with the P1 radiation model [9], which was found to perform poorly. 

This comparison is not presented here.  

The FVM discretizes the radiative transfer equation (RTE): 

 ̂   ⃗⃗⃗ ( ⃗  ̂)   ( ⃗)  ( ⃗)   ( ⃗) ( ⃗  ̂)  
  ( ⃗)

  
∫  ( ⃗  ̂) ( ⃗  ̂  ̂ )    
  

   (1) 

where  ( ⃗  ̂) is the radiative intensity (W/m
2
/sr),   ( ⃗) is the absorption coefficient (m

-1
),   ( ⃗)  

 
  ( ⃗)

 
 is the  blackbody emission (W/m

2
/sr)  which depends on the temperature distribution  ( ) (K), 

 ( ⃗)    ( ⃗)     ( ⃗) is the extinction coefficient (m
-1

),   ( ⃗) is the scattering coefficient (m
-1

) and 

finally  ( ⃗  ̂  ̂ ) is the non-dimensional scattering phase function. In hydrogen combustion, complete 

absence of soot implies a zero scattering coefficient, so the last term in (1) is neglected. The RTE 

evidently depends on the temperature distribution, which is provided by the URANS equations. The 
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absorption coefficient  ( ⃗) and the extinction coefficient  ( ⃗) are calculated as functions of 

temperature using the improved model first presented in [10].    

The angular dependency of the radiative intensity   ( ⃗  ̂) is discretized by subdividing the unit sphere 

into N angular control volumes (ACVs). The particular choice of this discretization is a non-trivial 

matter [9]. The “naive” approach which involves subdividing the unit sphere into    polar belts times 

   azimuthal zones (Figure 1, left) can result in large surface ratios between ACVs located near the 

equator and ACVs located near the poles, a fact which can lead to loss of numerical precision. The 

FTN scheme first presented in [11] partly remedied this deficiency by considering a variable number of 

ACVs per polar belt. An example of this discretization scheme is presented in (Figure 1, centre). In 

this scheme, for    different polar angles one subdivides each polar belt into equal sectors according 

to the distribution                                However, the FTN scheme does not allow 

the use of an arbitrary number of ACVs. In particular, the total number of ACVs must be equal to 

     (    )  where    must be even. Clearly this can be a practical disadvantage in some 

situations, particularly in problems where the angular resolution must be increased under constraints in 

computer memory or available computational time. On the numerical side, the FTN scheme only 

enforces approximate equality on the ACVs, a fact which can also be a drawback in some demanding 

problems involving large temperature gradients. 

 

Figure 1. Three different angular discretization schemes. Left: Unequal subdivision. Middle: Almost 

equal subdivision (FTN scheme). Left: Our proposed scheme (exactly equal subdivision). 

In this study, we propose a new angular discretization scheme which is based on the geometrical 

algorithm first published in [12]. This algorithm subdivides the unit sphere into an arbitrary number of 

sectors of exactly equal surface area (Figure 1, right), which we utilize as ACVs in our FVM. The 

advantage of the method we propose is twofold: on the practical side, the total number of ACVs is 

arbitrary (instead of being constrained in the case FTN). As far as numerical precision is concerned, the 

exact equality of ACVs is a potential advantage in demanding problems with large temperature 

gradients. 

For all simulations presented in this work, completely quiescent atmospheric air with zero turbulence 

levels was used as an initial condition. Non-reflective boundary conditions were applied in all free 

planes not intersecting the jet axis, while n the upstream and downstream free planes zero gradient 

boundary conditions were applied. In the lower ground plane, appropriate Cauchy boundary conditions 

with standard wall functions for turbulence were used. Radiation boundary condition were as follows: 

zero gradient boundary conditions were applied in all free planes, and standard blackbody emission 
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boundary condition was used in the ground plane. Combustion was initiated at the vicinity of the 

nozzle by instantaneously igniting a small volume of gas inside which the    
was above 4%. 

 

4.0 RESULTS AND DISCUSSION 

4.1 Vertical Under-Expanded Jet Fire 

The first experiment considered is a vertical under-expanded jet fire at 170 bar [13,14]. A sketch of the 

experimental setup is shown in Figure 2. The diameter of the nozzle is equal to 1.91 mm. Blowdown 

was initiated from a set of 6 hydrogen tanks at a pressure of approximately 2500 psia. During the 

experiment, the flame length      was measured at various time instants and a set of radiometers was 

accordingly placed at an axial distance equal to       . This makes the radial radiative heat flux at this 

fixed non-dimensional radial distance available as a function of height, at various time instants. In this 

study, we select the first recorded time instant at 5 s after ignition for validation against our numerical 

results. 

 

Figure 2. Sketch of the vertical under-expended jet flame experiment (adapted from [13]). 

In all simulations presented in this section, the simulation domain was extended 3.5 m away from the 

nozzle in x and y directions, and 12 m in the z direction. The grid remained uniform up to 0.13 m in 

the x and y directions and 0.26 m in the z direction, consisting of cubical spatial control volumes 

(SCVs) of side equal to 0.026, 0.0173 and 0.0144 m for the coarse, medium and dense grid 

respectively. Outside the aforementioned limits, the sides of the SCVs expanded with a ratio equal to 

1.12 for all three space directions.  

In comparing our numerical results with the vertical under-expanded jet fire experiment of [13,14], our 

main objective is to answer the following question: how well can our radiation model predict the 

spatial distribution of the radiative heat flux at a fixed time instant? In Figure 3 we present a 

comparison of the predictions of the radial radiative heat flux    at a radial distance equal to        

and t = 5 s, as a function on non-dimensional height, for two different angular discretization schemes: 

the FTN scheme and our new proposed scheme. The number of ACVs is equal to N = 80 and the 

spatial grid is composed of approximately 162,000 SCVs. The experimental visible flame length      

at t = 5.0 s is equal to 4.3 m, whereas our simulations predict a value between 4.7 and 4.9 m which 

does not vary with angular discretization scheme, angular or spatial resolution. The lower value 

corresponds to the distance of the furthest T = 1500 K temperature contour from the nozzle, whereas 
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the upper limit corresponds to the distance to the furthest T = 1300 K temperature contour. For all 

curves, the non-dimensional height is normalized by dividing with the experimental visible flame 

length. We observe that both angular discretization schemes capture the curve of the radial radiative 

heat flux rather accurately, especially for small values of non-dimensional height, and that the new 

scheme performs marginally better overall. The discrepancy at the right tail of the curve can be 

attributed to the influence of boundary conditions, as well as, to some extent, the difference between 

the experimental and numerical flame length.  

 

Figure 3. Vertical jet fire experiment: numerical predictions for the radial radiative heat flux as a 

function of non-dimensional height. Circles: experimental measurements. Dashed line: FTN scheme. 

Solid line: our new proposed scheme. 

In Figure 4, we consider the independence of our new angular discretization scheme with respect to 

the number of ACVs. For this purpose, we present again the predictions for the radial radiative heat 

flux as above but for three different angular discretizations: a coarse one with 80 ACVs, a medium one 

with 120 ACVs and a fine one with 168 ACVs. The spatial grid is the same as in Figure 3, consisting 

of 162,000 SCVs. It is evident that the new scheme demonstrates excellent convergence properties, as 

the three curves corresponding to the coarse, medium and fine angular discretizations are very close to 

each other. 
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Figure 4. Vertical jet fire experiment: demonstration of independence of numerical results with respect 

to the number of ACVs. Circles: experimental measurements. Black: N = 80 ACVs. Red: N = 120 

ACVs. Green: N = 168 ACVs.  

Figure 5 presents a spatial grid independence study for our new angular discretization scheme. In all 

curves the number of ACVs is equal to N = 80. The coarse grid is the same as in the previous two 

figures (162,000 SCVs), the medium grid is composed of approximately 272,000 SCVs and the fine 

grid is composed of approximately 358,000 SCVs. As the spatial resolution changes from coarse to 

medium, the peak of the curve is more accurately captured, whereas the predictions for small values of 

non-dimensional height remain excellent. As the spatial resolution changes from medium to dense, the 

peak of the curve is slightly under-predicted. Comparing the coarse grid with the two denser ones, 

predictions are significantly improved for intermediate values of non-dimensional height (1-1.5), 

while for higher values the discrepancy remains. This suggests that the source of this disagreement 

between experiment and simulation is due to boundary conditions and numerical/experimental visible 

flame length differences.   

The dip occurring at      
       , which is present in almost all cases shown in Figure 3-5 (with the 

medium grid in Figure 5 being an exception), is presumably due to ray effects [15]. In the FVM, ray 

effects can result in an under-prediction of the radiative intensity (and thus also of the radiative heat 

flux) when radiation from an area which is limited in space, such as a jet, is propagated in the discrete 

set of directions defined by the ACVs [16]. The absence of the dip for the medium grid in Figure 5 is 

compatible with the hypothesis that the under-prediction is due to ray effects, as they in general 

depend on the details of the spatial and angular discretizations. 
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Figure 5. Vertical jet fire experiment: demonstration of independence of numerical results with respect 

to number of SCVs. Circles: experimental measurements. Black line: coarse grid. Red line: medium 

grid. Green line: fine grid. 

4.2 Horizontal Under-Expanded Jet Fire 

In the second experiment, a horizontal under-expanded jet fire at 340 bar was studied. This experiment 

was performed by the University of Rome “La Sapienza” in collaboration with the Italian Fire Corps 

within the framework of the HyTunnel-CS project. In Figure 6, we present a sketch of the 

experimental setup. The diameter of the nozzle is equal to 1 mm. Neither blowdown curves nor flame 

lengths were measured during the experiment. Three radiometers were positioned at the horizontal 

plane passing through the nozzle (z = 1.05 m). This configuration makes the value of the radiative heat 

flux available as function of time at three different fixed locations. As seen in Figure 6, this 

experiment included several thermocouples, however temperature measurements are not considered in 

this study, which focuses on the radiative heat flux.    

 

Figure 6. Sketch of the horizontal under-expended jet flame experiment 

For the simulations presented in this subsection the computational domain extended 3 m away from 

the jet axis in the positive and negative y direction. In the x direction, it extended 3 m upstream and 10 

m downstream, while in the z direction it extended 4 m above the jet. The grid remained uniform in a 

region of dimensions (x, y, z) = (0.4, 0.012, 0.012) m located in front of the nozzle. There, all SCVs 
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were cubical with a side equal to 0.04, 0.02 and 0.0133 m for the coarse, medium and dense grid 

respectively. Outside this region the sides of the SCVs were expanded with a ratio equal to 1.12 in all 

spatial directions.   

The horizontal under-expanded jet fire experiment provides an opportunity to test our radiation 

model’s predictions of the radiative heat flux as a function of time, at three different fixed points in 

space. In Figure 7 we present the predictions of the radial radiative heat flux as a function of time 

given by the two different angular discretization schemes. The number of ACVs is equal to N = 168, 

whereas the number of SCVs is approximately equal to 129,000. Both schemes are able to capture the 

values given by all three radiometers during the whole duration of the experiment.   

 

Figure 7. Horizontal jet fire experiment: comparison of the predictions of the radial radiative heat flux 

as a function of time given by the two different angular discretization schemes. Filled circles: 

experimental measurements. Dashed line: FTN scheme. Solid line: Our new proposed scheme. Left: 

First radiometer, x = 2 m from the nozzle. Middle: x = 2.9 m from the nozzle. Right: x = 3.8 m from 

the nozzle. 

Figure 8 demonstrates the independence of the numerical predictions for the radial radiative heat flux 

with respect to the angular discretization, for the horizontal jet flame experiment. Results 

corresponding to three different angular discretizations are presented: the coarse one corresponds to N 

= 168 ACVs, the medium to N = 224 ACVs and the fine one to N = 288 ACVs. The number of SCVs 

is again approximately equal to 129,000. Even though the predictions corresponding to the coarse and 

medium angular discretizations are closer to the experimental curves than the prediction corresponding 

to the fine angular discretization, all numerical curves remain close to the experimental ones for all 

radiometer positions. This is, overall, a more demanding problem than the vertical jet fire, as is 

evidenced by the increased number of ACVs which is necessary to reproduce the experimental curves. 
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Figure 8. Horizontal jet fire experiment: demonstration of independence of numerical results with 

respect to the number of ACVs. Circles: experimental measurements. Black: N = 168 ACVs. Red: N = 

224 ACVs. Green: 288 ACVs. Left: First radiometer, 2 m from the nozzle. Middle: 2.9 m from the 

nozzle. Right: 3.8 m from the nozzle. 

Finally, in Figure 9 we present a spatial grid independence study for the horizontal jet flame 

experiment. Again, we consider the radial radiative heat flux as a function of time at the same three 

different positions. The coarse grid is the same as in the previous two figures, consisting of 

approximately 129,000 SCVs, the medium grid consists of approximately 365,000 SCVs spatial 

control volume and the fine grid of approximately 650,000 SCVs, whereas the number of ACVs is 

equal to 224 in all cases. Numerical convergence is satisfactory overall, since all curves remain close 

to the experimental measurements for the whole duration of the experiment and the numerical 

predictions of the two finer grids are improved, especially for the radiometers located at x = 2.9 m  and 

y = 3.8 m (middle and right sub-figures in Figure 9).  As the spatial resolution is increased, the 

spurious trend observed in Figure 8 (i.e. the coarse and medium angular discretizations being closer to 

the experimental curves than the fine one) is remedied.       

 

Figure 9. Horizontal jet fire experiment: demonstration of independence of numerical results with 

respect to the number of SCVs. Filled circles: experimental measurements. Black: coarse grid. Red: 

medium grid. Green: fine grid. Left: First radiometer, x = 2 m from the nozzle. Middle: x = 2.9 m from 

the nozzle. Right: x = 3.8 m from the nozzle. 

In an extrapolation from the available experimental data, we also explored a larger diameter horizontal 

jet fire case with a setup in all other respects identical with the jet fires presented in this subsection. As 

a simple validation test, we compared the numerically predicted visible flame length with the one 

predicted by the NET e-laboratory online tool [17], which utilizes the correlation model presented in 

[18]. The numerically predicted visible flame is in the range [4.92, 6.05] m while the engineering 

model predicts a larger visible flame length equal to 6.23 m. The numerically predicted radiative heat 
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fluxes at the three sensor positions (x = 2.0, 2.9 and 3.8 m) stabilize early at the quite elevated values 

of 13.73, 17.31 and 18.24 kW/m
2
. Numerical convergence of the radiative heat flux curves versus time 

with respect to the same numbers of ACVs as above (not shown) was found to be excellent. 

5.0 CONCLUSIONS 

The newly developed radiation module of the ADREA-HF code was validated against results from 

two independent physical experiments. In both cases, we have demonstrated that our new angular 

discretization scheme performs as good as the state-of-the-art scheme of [11]. For both experiments, a 

careful independence study of the numerical results with respect to both angular and spatial resolution 

was performed, with excellent results. The new discretization scheme has a twofold advantage over 

the pre-existing ones, an advantage which is not particular to the ADREA-HF code but one that could 

benefit any CFD code with radiative heat transfer, including codes utilizing unstructured meshes. 

Firstly, it is more practical, since it allows for the subdivision of the unit sphere in an arbitrary number 

of ACVs. Secondly, these ACVs are of exactly equal surface area, a fact that is expected to be a 

numerical advantage in more demanding problems with large temperature gradients. However, this 

second advantage remains to be demonstrated in a future study involving such more demanding 

problems. 
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