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ABSTRACT 

CFD modelling of liquified hydrogen boiling and evaporation during the pressurised tank venting is 
presented. The model is based on the volume-of-fluid method for tracking liquid and gas phases, and  

Lee’s model for phase change. The simulation results are compared against the liquid hydrogen 

evaporation experiment performed by Tani et al. (2021) in a large-scale pressurised storage tank, using 
experimental pressure dynamics and temperatures measured in gas and liquid phases. The study 

focuses on tank pressure decrease and recovery phenomena during the first 15 s of the venting process. 

The model sensitivity have been studied applying different Lee’s model evaporisation-condensation 

coefficients. The CFD model provided reasonable agreement with the observed pressure and gas phase 
temperature dynamics during the liquid hydrogen storage depressurisation, using Lee’s model 

coefficient 𝑟 = 0.05 s-1. Experimentalists’ hypothesis about particularly intensive boiling in the 

proximity of thermocouples was supported by close agreement between simulated and experimental 

saturation temperatures obtained from pressure dynamics.  

1.0 INTRODUCTION 

Perspective heavy-duty hydrogen applications are likely to utilize liquified hydrogen (LH2), causing 
interest in the safety of LH2 handling, storage and fuelling. Though the computational models 

describing multiphase flows – phase tracking, boiling, condensation – are available and developed, 

their applications for predicting LH2 behaviour are still lacking comprehensive validation and 

clarification of the model parameters for typical industrial processes. An analysis of the typical 
modelling approaches, available and used for simulation of LH2 boiling and evaporation, is presented 

below. 

A large body of LH2 boiling and evaporation studies in engineering context exercised the equilibrium 
modelling approach, i.e. equal velocities and temperatures of liquid and gas phases, in combination 

with the volume-of-fluid (VOF) [1] method for phase tracking and Lee’s model [2] for the simulations 

of evaporation and condensation problems [3-11]. However, the simulated physical setup and 

accordingly the set of model parameters were significantly different between the authors.  

Kim et al. [3] studied the phase change in thermosyphon. The constant Lee’s model evaporation 

coefficient value 0.1 s-1 was applied, while the condensation coefficient was a function of liquid 

density to a gas density ratio. Filling of LH2 in storage tank was simulated by Ma et al. [4], where 
Lee’s model coefficient values between 0.01 s-1 and 100 s-1 were tested. Finally, the coefficient value 

0.1 s-1 was found to provide the best agreement in comparison with the experimental data.  

Thermal stratification in LH2 propellant tank, filled at 32% LH2 by volume and having size 3.3 m 
radius and 11.3 m height, was modelled by Liu et al. [5] under variable gravity conditions. The Lee’s 

model coefficient of 0.1 s-1 was used for the description of both evaporation and condensation.  

LH2 pressurisation, hold and expulsion were investigated via numerical simulations by Li et al. [6] 

following experiment performed by NASA [12]. The LH2 spherical storage tank was 1.52 m in 
diameter and was filled at 95% level. The best agreement to the experimental measurements was 

found using Lee’s model coefficient value 6.0 s-1.  
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Exposure of a 0.8 m diameter storage tank to 800 W/m2 heat flux leading to LH2 self-pressurization 

was studied by Zhou et al. [7]. The tested evaporation and condensation coefficients were in the range 

0.05 - 0.2 s-1 and it was found that the value 0.2 s-1 fitted the experimental observations best.  

Lv et al. [8] studied the effect of gravity and tank geometry on the LH2 pressurization rate with tank 

filled up to 90% of storage level. The evaporation coefficient values varied in between 10-4 and 10-5s-1, 

though the condensation coefficient was kept constant at 104 s-1.  The authors concluded that the 

evaporation coefficient of 10-5 s-1 provided a good match to the experimental observations. 

Flashing cryogenic liquid under rapid depressurisation was studied by Watanabe et al. [13] using 

liquified nitrogen. The authors investigated the transient phenomena of pressure recovery, i.e. pressure 
decreased below the initial pressure and then increased due to flashing evaporation, using different 

rates of venting. It was observed that the larger venting and depressurisation rates resulted in a more 

pronounced pressure recovery - deeper pressure drop followed by a stronger pressure peak (though not 

reaching the initial pressure value).  Similar pressure recovery phenomena but for liquified hydrogen 
were studied experimentally and using CFD analysis by Tani et al. first in [9] and then in [10]. Much 

faster pressure rise was observed in the simulation results compared to the experimental dynamics, 

which was attributed to the absent hydrogen condensation in the CFD model, as its effect was initially 

thought to be negligible. 

To the best of authors’ knowledge, no special treatment of turbulence is used in the CFD simulations 

of multiphase flows in safety engineering context, including cryogenic gases and liquids. Kassemi and 
Kartuzova [11] studied an impact of turbulent models on pressure dynamics in the pressurised 

cryogenic hydrogen storage tank. Laminar flow model and turbulent modelling approach, using 

Reynolds-averaged Navier-Stokes (RANS) equations with the two-equations k- SST turbulence 

model, were applied. The finding was that the turbulent flow model resulted in a significant 

underprediction of vapour temperature in tank ullage. Molkov et al. [14] published the study and 

influence of applying laminar, standard k- and dynamic large-eddy simulation (LES) Smagorinsky-

Lilly [15] model on the simulation of sub-sonic release and dispersion of helium in an enclosure. The 
best agreement, between experimental data on helium concentrations and the simulation results, was 

obtained when the LES turbulent model was applied. 

The present study describes a CFD model to predict liquid and gas phases’ behaviour in a pressurised 
LH2 storage tank with a focus on the initial stage of the flash-boiling process. This is one of the most 

challenging problems in the context of CFD numerical prediction of liquid and gaseous hydrogen 

evaporation due to depressurisation and venting. The simulated results for pressure, temperature and 

liquid level are presented in the resulting section 5 of this paper. 

2.0 THEORETICAL METHOD 

2.1 Governing equations 

The CFD model included three-dimensional compressible mass, momentum and energy conservation 
equations, presuming equilibrium between liquid and gas phases (i.e. equal velocities and 

temperatures of LH2 and GH2 phases). Turbulence was modelled using LES approach with sub-grid 

scale Smagorinsky-Lilly model [15]; following the conclusion of the study [14]. It is expected that the 
LES approach will be able to seamlessly blend simulations of laminar, transitional and mildly 

turbulent flow regimes, which is expected to occur in different fluid flow regions during evaporation-

condensation process, starting from the initially quiescent condition in gaseous and liquid phases.  

2.2 Volume-of-fluid method 

Volume-of-fluid (VOF) method [1] has been used for tracking phase change between liquid and gas 

phases. Solution of continuity equation for the gaseous phase was used in the CFD model presenting 

in this paper, in which the volume fraction for the liquid phase is determined from total sum of unity 
between these two phases. The source term in mass conservation equation and VOF transport equation 

is determined by the mass transfer between gaseous and liquid phases, also contributed to the source 

term in energy conservation equation.  
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The continuity equation for volume fraction of gaseous phase is solved as follows: 

𝜕(𝛼𝐺𝜌𝐺)

𝜕𝑡
+ ∇ ∙ (𝛼𝐺𝜌𝐺�⃗�𝐺) = (�̇�𝑒 − �̇�𝑐) ,  (1) 

where 𝑚𝑒̇  and 𝑚𝑐̇  are the mass transfer rates due to evaporation and condensation respectively (kg/s-

m3), 𝛼𝐿 and 𝛼𝐺  are the volume fractions of liquid and gaseous phases (-), 𝜌𝐺  is the density of gaseous 

phase (kg/m3), t is time (s), �⃗� is velocity vector (m/s). The volume fraction of liquid phase is 

determined from the identity: 

𝛼𝐺 + 𝛼𝐿 = 1.   (2) 

The energy source term 𝑆𝑒𝑛𝑒𝑟𝑔𝑦 = −�̇�𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝐿ℎ𝑒𝑎𝑡 accounts for the energy generated or absorbed by 

the phase change, where  �̇�𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 = (�̇�𝑒 − �̇�𝑐) is the mass transfer rate between phases, and 𝐿ℎ𝑒𝑎𝑡 

is the latent heat of vaporization. The energy source becomes the heat source or sink depending on the 

phase change dominated by either evaporation or condensation. Thus, the energy source is negative for 

evaporation and positive for condensation. The latent heat is determined from the gas and liquid phase 

enthalpies for GH2 and LH2 [16] as: 

𝐿ℎ𝑒𝑎𝑡 = (ℎ𝐺
𝑠 − ℎ𝐿

𝑠), (3) 

where the saturation enthalpies ℎ𝐺
𝑠  and ℎ𝐿

𝑠 are determined by the reference enthalpies plus the integral 

of the specific heat capacities over the change of saturation temperature from the reference value. The 

saturation enthalpies are: 

ℎ𝐺
𝑠 = ℎ𝐺

𝑟𝑒𝑓 + ∫ 𝐶𝑝,𝐺
𝑇𝑠𝑎𝑡

𝑇𝑟𝑒𝑓,𝐺
𝑑𝑇  and ℎ𝐿

𝑠 = ℎ𝐿
𝑟𝑒𝑓 + ∫ 𝐶𝑝,𝐿

𝑇𝑠𝑎𝑡

𝑇𝑟𝑒𝑓,𝐿
𝑑𝑇 , (4) 

where 𝑇𝑟𝑒𝑓,𝐺 and 𝑇𝑟𝑒𝑓,𝐿 are the reference temperatures for GH2 and LH2 (K), 𝑇𝑠𝑎𝑡   is the saturation 

temperature (K), ℎ𝐺
𝑟𝑒𝑓

 and ℎ𝐿
𝑟𝑒𝑓

 are the reference enthalpies for GH2 and LH2 (J/kg), 𝐶𝑝,𝐺 and 𝐶𝑝,𝐿 are 

the specific heat capacities of GH2 and LH2 phases respectively (J/kg-K). In this study the reference 

temperature was chosen as the saturation temperature at 1 bar, 𝑇𝑟𝑒𝑓,𝐺 = 𝑇𝑟𝑒𝑓,𝐿 = 20.3 K.   

In the VOF method, the temperature is shared between the phases and energy E is defined as: 

𝐸 =
𝛼𝐿𝜌𝐿𝐸𝐿+𝛼𝐺𝜌𝐺𝐸𝐺

𝛼𝐿𝜌𝐿+𝛼𝐺𝜌𝐺
,  (5) 

where the energy terms EL and EG for each phase are in the form 𝐸𝐿 = ℎ𝐿 −
𝑝

𝜌𝐿
+

𝑣2

2
 and  𝐸𝐺 = ℎ𝐺 −

𝑝

𝜌𝐺
+

𝑣2

2
  (J/kg), where 𝜌𝐿 and 𝜌𝐺  are the densities of liquid and gaseous phases respectively (kg/m3), 

ℎ𝐿 and ℎ𝐺 are the enthalpies of gaseous and liquid phases, 𝑝 is pressure (Pa) and 𝑣 is velocity (m/s). 

2.3 Phase change model 

The Lee’s model for evaporation and condensation is used [2] in this study. The mass transfer rate is 

described depending on the liquid and gas temperature as presented below. 

For evaporation (𝑇𝐿 > 𝑇𝑠𝑎𝑡): 

𝑚𝑒̇ = 𝑟𝑒𝛼𝐿𝜌𝐿
(𝑇𝐿−𝑇𝑠𝑎𝑡)

𝑇𝑠𝑎𝑡
,  (6) 

and for condensation (𝑇𝐺 < 𝑇𝑠𝑎𝑡): 

𝑚𝑐̇ = 𝑟𝑐𝛼𝐺𝜌𝐺
(𝑇𝑠𝑎𝑡−𝑇𝐺)

𝑇𝑠𝑎𝑡
, (7) 

where 𝑚𝑒̇  and 𝑚𝑐̇  are the mass transfer rates due to evaporation and condensation (kg/s-m3), 𝑟𝑒 and 𝑟𝑐 

are the coefficients for Lee’s model (s-1) that are defined by the inverse problem method to match the 

experimental data, 𝑇𝐿 and 𝑇𝐺  are the temperatures of liquid and gaseous phases (K).  
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2.4 GH2 and LH2 properties 

Real gas equation of state (EoS) by Peng-Robinson [17] is used to determine the density of GH2 

phase. Density of LH2 phase was modelled depending on temperature, assuming that LH2 is at a 
saturation state. The polynomial function for LH2 density, dependent on temperature in a saturation 

stage, is fitted against NIST database [18] in the pressure range (1.0 −  6.0) ∙ 105 Pa presented as:  

𝜌𝐿 = 73.168 + 0.8712 𝑇 − 0.0484 𝑇2 . (8) 

For multiphase flow model, the model requires an information on the saturation temperatures varying 

with pressures (“P”) in the range (1.0 −  6.0) ∙ 105 Pa [18] and can be approximated via polynomial 

function as: 

𝑇𝑠𝑎𝑡 = 17.1 + (3.797 × 10−5) 𝑃 − (5.198 × 10−11)𝑃2 + (3.3 × 10−17) 𝑃3.  (9) 

In the CFD model, the real gas specific heat capacity, 𝐶𝑝,𝐺, is calculated as a sum of ideal gas specific 

heat, 𝐶𝑝,𝐺
0 , and a correction term, which depends on the used real gas EoS. The ideal gas specific heat 

capacity 𝐶𝑝,𝐺
0  is obtained from the data published by Leachman et al. [19] and approximated as: 

𝐶𝑝,𝐺
0 = 10,950 − (40.3) 𝑇 + (0.6641) 𝑇2 − (0.00268) 𝑇3 + (3.468 × 10−6) 𝑇4.  (10) 

Similar to the same assumption used to determine LH2 density, the specific heat capacity of liquid 

phase is equal to that at the saturation state, 𝐶𝑝,𝐿,𝑠𝑎𝑡, based on the data by McCarty et al. [20], which is 

about 4% lower than data determined using NIST database. The polynomial function for 𝐶𝑝,𝐿,𝑠𝑎𝑡 is 

described by the polynomial function of temperature as: 

𝐶𝑝,𝐿,𝑠𝑎𝑡 = 10,563 − 645.59 𝑇 + 29.466 𝑇2.  (11) 

The latent heat of hydrogen evaporation is calculated as 𝐿ℎ𝑒𝑎𝑡 = (ℎ𝐺
𝑠 − ℎ𝐿

𝑠) presented in Eq.(3). The 

reference temperatures for GH2 and LH2 are set to be equal to the saturation temperatures at 1 bar, 

𝑇𝑟𝑒𝑓 = 20.3 K. Reference enthalpy for GH2 is set to the latent heat of vaporization at reference 

temperature, ℎ𝐺
𝑟𝑒𝑓 = 448,917 J/kg [18]. 

3.0 VALIDATION EXPERIMENT 

Hydrogen flashing experiment by Tani et al. [9] has been used in this study employing CFD 

simulations. The experiment was conducted at JAXA Noshiro Rocket Testing Center and the LH2 
tank had total volume 30 m3, height 7.622 m and internal diameter 2.3 m. The LH2 level was at height 

of 6.248 m from the bottom of the tank and initial pressure inside the tank at the start of experiment 

was 321,800 Pa (gauge).  

Altogether 16 thermocouples were located along a thermometer probe in the tank: 4 probes denoted as 
TIE01-TIE04 in the gaseous hydrogen (GH2) area and 12 probes denoted as TIE05-TIE16 in LH2 

zone (with TIE05 near the LH2 surface and TIE16 near the tank bottom). In this study the simulated 

temperatures are compared against all 4 probes in the ullage area (TIE01-TIE04), and 4 probes in LH2 

zone (TIE05, TIE06, TIE07 and TIE08). 

The experimentally measured mass flow rate at vent pipe was used as CFD boundary condition, see 

Fig. 1a. Dynamics of experimental pressure recovery shown in Fig. 1b was measured in the vent pipe 
during the first period of 15 s of release. The reproduction of the pressure obtained from the CFD 

simulations against this experimental pressure recovery is the primary research focus in this paper. 
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a)     b)  

Figure 1. a) Mass flow rate during the first 15 s. b) Pressure recovery dynamics in the vent pipe.  

 

4.0 CFD MODEL 

4.1 Calculation domain and numerical mesh 

The calculation domain was created to reproduce the LH2 tank geometry and presented in Fig. 2a. The 

domain was meshed using hexahedral control volumes (CV) and the total CV number is 251,272. The 

experimental paper didn’t contain an information about the location and depth of protrusion of the 

vent pipe, therefore in the CFD model the pipe is positioned along the centre-line with the pipe 
entrance located at 6.672 m height (0.95 m below tank ceiling). The experimentally measured mass 

flow rate presented in Fig. 1a is used as an input into the CFD model.  

 

a) 

 

b) 

Figure 2. a) Calculation domain and the numerical mesh, central cross-section, b) Initial temperature 

distribution 

4.2 Initial and boundary conditions 

At the initial moment, 𝑡 = 0 s, both GH2 and LH2 phases are quiescent as presented in Fig. 8a. The 

volume fraction of LH2 is set equal to 1.0 up to the height of 6.248 m from tank bottom. The initial 

temperature distribution in GH2 phase in the ullage zone is set by utilising the experimental data, 

increasing from 26.36 K at the LH2 surface up to 245 K near the tank top as shown in Fig. 2b. It is 
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noted that the initial GH2 temperature at the pipe entrance was equal to 100 K, which is important as 

the GH2 volumetric flow rate depends on its density and thus temperature. The initial LH2 

temperature is equal to the saturation temperature 𝑇𝑠𝑎𝑡 = 26.36 K at the initial gauge pressure 𝑝 =
321,800 Pa. Hydrostatic pressure at the bottom of the tank at initial moment is around 1.3% higher 

than the gauge pressure in GH2 phase, which is quite small and shouldn’t impact the saturated 

pressure value and simulation results.  

The tank has one outlet boundary condition, set as the pressure outlet at the end of the vent pipe. To 

implement the mass flow control in the vent pipe, the velocity of GH2 in the pipe is set using the 

experimental mass flow rate as an input. The experimental report [9] didn’t contain an information on 

the heat flux through the tank wall, thus the heat flux in the CFD model was obtained based on the 
experiment performed by NASA [21]. There the LH2 tank was insulated using multi-layer insulation 

(MLI) blanket and the vacuum jacket, resulting in the total heat flux of approximately 3.4 W/m2. 

Therefore, in this CFD model, the constant heat flux 3.4 W/m2 is set as a boundary condition for 
energy equation over the entire tank wall surface. Since there was no information on the pipe wall 

design and material in the experimental paper [9], the adiabatic boundary condition is set as a thermal 

boundary for the vent pipe’s surface. 

4.3 Numerical details 

The model is implemented using ANSYS Fluent 2020R2 as an CFD engine. The pressure-based solver 

is used together with the coupled scheme for pressure-velocity coupling. The scheme allows the use of 

larger time step in transient simulations, while retaining numerical stability and convergence 
comparing to iterative SIMPLE scheme. The PRESTO discretization scheme for pressure is utilised. 

Second order upwind scheme is used for the discretization of density, momentum and energy 

equations. The Geo-Reconstruct scheme is used for the discretization of volume fraction. The explicit 
formulation for volume fraction in multi-phase model is utilised together with sharp interface 

modelling between LH2 and GH2 area. At the start of simulation, the timestep was set to 10-4 s and 

then gradually increased to 0.002 s. The hydrogen mass balance was monitored in simulations at every 

timestep, and the maximum mass imbalance was within 4×10-5 %. 

5.0 CFD SIMULATION RESULTS 

5.1 Pressure recovery in LH2 tank 

Pressure recovery dynamics in the LH2 tank measured during first 15 s in the experiment [9] was used 

and compared with simulated pressure obtained from the CFD simulations in this study.  

Figure 3 shows experimental and modelled pressure transients obtained using two values of Lee’s 

model evaporation and condensation coefficients: 𝑟𝑒 = 𝑟𝑐 = 0.05 and 𝑟𝑒 = 𝑟𝑐 = 0.1. In the text below 

the evaporation and condensation coefficients will be referred as a single coefficient 𝑟, as in all 

simulations the value of evaporation coefficient was equal to the value of condensation coefficient. 

Firstly, the evaporation and condensation coefficient 𝑟𝑒 = 𝑟𝑐 = 0.1 is selected for the simulation, 

referring to the literature review and the simulations performed in publications by several authors 
generally fitted to various types of problems [3-5]. It is significant to point out that Lee’s model is 

based on a simplified saturation model for evaporation and condensation, therefore the optimum value 

of empirical coefficient 𝑟 is still needed to be evaluated to be suitable for individually specific 
problem, depending on the conditions and specific phase change phenomenon in the observed 

experiment [22]. For this reason, another value of evaporation and condensation coefficient 𝑟𝑒 = 𝑟𝑐 =
0.05 is selected simply by using half of the value 0.1 from literature review, for further investigation 

of the influence on the prediction on pressure recovery profile through time, specifically for this LH2 

flash-boiling problem in the tank during depressurisation. The selected value of 𝑟𝑒 = 𝑟𝑐 = 0.05 is also 

based on the first run of simulation when applying 𝑟𝑒 = 𝑟𝑐 = 0.1 and higher simulated value of 

minimum pressure level was investigated. Therefore, decreasing value of coefficient is expected to 
result in the difference pressure profile and possibility of an improvement for the reproduction of 

pressure recovery trend.  
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Figure 3. Experimental pressure recovery in LH2 tank comparing to simulated pressure dynamics 

using 𝑟 = 0.05 and 𝑟 = 0.10. 

A better agreement with the experimental pressure dynamics is obtained when applying Lee’s model 

coefficient 𝑟=0.05 s-1. Difference between experimental and simulated minimum overpressure is of the 

order 0.6% (measured overpressure is 292 kPa, simulated overpressure is 293.4 kPa), the difference 
between the same after pressure recovery is -0.7% (measured overpressure is 304 kPa and simulated 

one is 302 kPa, respectively). The pressure recovery in the simulations starts at 7 s while in the 

experiment it starts at about 7.5 s.  

Lee’s model coefficient 𝑟=0.1 resulted in an overestimation of the minimum pressure and a less 
pronounced pressure recovery. Thus, the experimental and simulated overpressures at their minimum 

were different by 3.8% (simulation overpressure is 303 kPa) and 1.0% after pressure recovery 

(simulated overpressure is 307 kPa), with the pressure recovery starting slightly earlier at 6.5 s. It is 

interesting that Lee’s model coefficients 𝑟=0.10 was typically chosen by various authors in the past, 

while in this study the simulation results obtained with the coefficients 𝑟 = 0.05 s-1 better fitted the 

experimentally observed pressure recovery. 

5.2 GH2 phase temperature dynamics 

Experimental and the simulated temperature dynamics in gaseous phase are compared along the 

positions of thermocouple probes TIE01-TIE04 in the ullage zone, located above the initial LH2 level 

as presented in Fig. 4. In the location of thermocouples TIE01-TIE03, the simulated temperature 
dynamics are in good qualitative agreements with the experimental records, even though the 

temperatures don’t change much.  

For the thermocouple TIE04, the simulated temperature starts to drop down much earlier than in the 

experiment – at 2.5 s, when the experimental temperature decreases at about 7.5 s. The simulated 
temperature reached as low as 28.5 K, which is close to the saturation temperature 26.36 K at 

experimental operating condition. The experimentalists suggested that when the LH2 level rises due to 

the flash-boiling, the TIE04 thermocouple probably submerges into boiling LH2, which could lead to 
the sharp drop of temperature as presented in Fig. 4 for TIE04. It is also interesting that the simulated 

temperature drops much smoother than in the experiment. The likely explanation of this observation is 

the absence of sharp phase transition between LH2 and GH2 in simulations using VOF method, where 
the “interface” in the CFD model is at least few control volume’s wide. Yet the simulated TIE04 

temperature at the end of 15 s period perfectly matches the experimental reading. In overall, the 

simulated temperatures in ullage zone (TIE01-TIE04) at time 15 s is quite accurate, in which the 

simulated temperatures depart from the experimental values by 3%, 6%, 30% and 9% in locations of 

TIE01-TIE04 thermocouples, respectively.  
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Figure 4. Experimental and simulated GH2 phase temperature dynamics, at probes TIE01-TIE04. 

5.3 LH2 phase temperature dynamics  

The simulated temperature dynamics in LH2 phase for Lee’s model coefficients 𝑟=0.05 is shown in 

Fig. 5 in location of thermocouples TIE05-TIE08 in comparison with the experimental records. 

Initial temperature value in the position of thermocouple TIE05 (height of 6.222 m, located under the 

initial LH2 level at 6.248 m) is equal to the experimental value, 26.25 K as demonstrated in Fig. 5 (top 
left). The experimental record shows that the temperature decreased to 25.8 K at 6 s, followed by its 

recovery to 26.2 K at 15 s, which is not observed in the simulations – the simulated TIE05 temperature 

is quite steady variated within the temperature range 26.2-26.3 K. By the time 𝑡 = 15 s, the 
experimental temperature recovers, and the difference between experimental and simulated 

temperatures diminishes. 

The LH2 temperature drop was explained in the experimental report [9] to be occurred due to the 

intensive boiling around the thermocouples, which served as a heat sink in the thermocouple locations. 
The obtained simulation results may be used to inspect experimentalists’ hypothesis.  Figure 5 shows 

the saturated temperatures Tsat, retrieved from simulation and from experimental pressure dynamics 

fitted to NIST database [18]. Now the simulated saturated temperature (marked “Simulation, Tsat”) in 
TIE05 location closely follows the experimental saturated temperature determined using NIST 

database (marked “Tsat, NIST”). It is noted that the saturated temperature, Tsat, NIST, is calculated by fitted 

the saturated temperatures of hydrogen to NIST database, in which saturated temperatures depend on 

experimental tank pressures through time. In simulations, the LH2 phase temperature is higher than 
the saturation one, meaning that the boiling process is ongoing, though not intensively enough to cause 

a measurable temperature decrease. At the same time, in the experiment, the saturation and the 

experimentally measured temperatures are close to each other, suggesting the intensive boiling 

occurred. 
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Figure 5. Experimental and simulated LH2 phase temperature dynamics 

The authors believe that the difference between experimental and simulated boiling intensity indeed 

could be explained by the presence of physical thermocouples, which served as “boiling chips” in the 

experiment, and the absence of such “boiling chips” in the CFD model. Very similar experimental and 
simulated temperature behaviours are observed for thermocouples TIE06, TIE07 and TIE08. It is 

observed that the simulated saturation temperatures (Tsat) and experimental saturation temperatures 

determined using NIST database (Tsat, NIST) are in a close agreement. At the end of the recovery 

process, the difference between the experimental and simulated LH2 phase temperatures is within 
0.1 K for the thermocouples TIE05, TIE07 and TIE08; for the thermocouple TIE06 (height of 5.922 

m) the temperature difference is of the order 0.2 K. 

Figure 6 shows comparison of the simulated saturation temperatures (“Simulation, Tsat”) with the 
saturation temperatures corresponding to the experimental pressure (“Tsat, NIST ”) for Lee’s model 

coefficients 𝑟 = 0.05 (Fig. 6a) and 𝑟 = 0.10 (Fig. 6b) for different thermocouple locations. The model 

coefficient 𝑟 = 0.10 corresponds to a less favourable agreement between the experimental and 

simulated saturation temperatures, which is directly connected to the less favourable agreement 
between the experimental and simulated overpressure dynamics obtained with this coefficient value, 

as can be seen in Fig. 3. Saturation temperatures obtained with the same coefficient but for different 

thermocouple locations are practically equal. This is due to the fact that LH2 hydrostatic head provides 
a negligible contribution to the liquid phase overpressure, which is dominated by overpressure in GH2 

phase, therefore resulting in nearly uniform boiling through the entire LH2 phase depth.  
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a)    b)  

Figure 6. Saturation temperatures at probes TIE05-TIE08 from NIST database and simulated with 

different Lee’s model coefficients: a) 𝑟=0.05, b) 𝑟=0.10  

5.4 LH2 level dynamics 

Figure 7 shows the simulated LH2 level from the initial moment until 𝑡 = 15 s. LH2 level starts to 

grow ("LH2 swelling”) at about 𝑡 = 4 s, reaching its maximum value at 𝑡 = 10 s, which corresponds 
to the highest intensity of LH2 boiling. In Fig.7, the LH2 highest level is occured in the simulation at 

about 3.0 s later than the time of reaching the minimum simulated pressure at 𝑡 = 7.0 s, presented in 

Fig. 3.  The figure also indicates the initial LH2 level (6.248 m) and the location of the protruding vent 

pipe intake (6.672 m). From Figure 7, it is evident that LH2 does not reach the vent pipe intake during 
the entire simulated period of 15 s. Additionally, LH2 does not enter the vent pipe even in the process 

of LH2 "swelling” during the flash-boiling. 

 

Figure 7. LH2 level dynamics compared to its initial level (6.248 m) and location of the protruding 

vent pipe intake (6.672 m). 

Figure 8 presents the simulated LH2 volume fraction through time. Though the liquid level starts to 

increase at 𝑡 = 4 s as observed in Figure 7, which indicates start of the boiling, the visible bubbles 

start to appear at 𝑡 = 7.0 s, as presented in Fig. 8b, when the pressure in the tank reaches minimum 

level (around 291 kPa). This is consistent as the flash-boiling intensity grows not instantaneously but 

with a finite speed. As a result, the most intensive boiling and, accordingly, the highest LH2 level 

occur at 𝑡 = 10 s, when the pressure recovery already started to take place, see Fig. 8c. At 𝑡 = 15 s 

the pressure is recovered to the value 302 kPa, the saturation pressure grew up and the boiling 

intensity substantially decreased, shown in Fig. 8d investigated by a reduction of GH2 bubbles 

generated in the depth of LH2 phase. 
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𝑡 = 0 s 

a) 

 

𝑡 = 7 s 

b) 

 

𝑡 = 10 s 

c) 

 

𝑡 = 15 s 

d) 

Figure 8. Simulated LH2 volume fraction at different times. 

6.0 CONCLUSIONS 

A CFD model to predict pressure, temperature and liquid level inside liquid hydrogen storage tank is 

presented and successfully used to simulate the liquid hydrogen flash-boiling in a pressurised tank 
during tank’s venting process. The model is based on the volume-of-fluid method coupled with Lee’s 

model for evaporation and condensation processes, in which the nature of the Lee’s model requires the 

evaporation and condensation coefficients to be set as empirical coefficients suitable for individually 

specific problem [22]. The paper originality is in addressing liquid hydrogen behaviour during venting 
process with the specified mass flow rate, including a detailed study and the explanation of pressure 

recovery phenomena in LH2 tank during the initial stage of hydrogen flash-boiling process.  

The CFD results were compared against the available experimental data from publication [9]. There 
were rigorously attempts, performed through CFD simulations in order to reproduce the experimental 

data for pressure recovery: 

- Pressure recovery was reproduced during the period of first 15 s of boiling process, applying 

Lee’s model coefficient 𝑟=0.05 s-1; 

- The simulated gaseous hydrogen temperatures in ullage closely followed the experimental 

observations. The difference between experimental and simulated temperature dynamics close 
to liquid surface was observed, thought to be due to complexity of phenomena close to the 

interface between liquid and gaseous phase; 

- The simulated liquid phase temperature dynamics produced systematic deviation from the 
experimental observations during the pressure recovery process. The phenomena, explained 

by non-uniform boiling intensity around thermocouples, was analysed, and supported by a 

close agreement between the simulated saturation temperature and the saturation temperature 

determined from experimental pressure dynamics fitted to NIST database. The simulated 
liquid hydrogen temperatures at the end of the pressure recovery period are close to the 

experimentally observed ones. 
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The significance of this study is in the application of the presented multi-phase CFD model for the 

simulation of the flash-boiling behaviour of liquid hydrogen, the detailed analysis of pressure, 

temperature, liquid level dynamics due to phase change and tank venting. The pressure recovery 
process is captured in the simulation, describing the initial pressure drop, then followed by the 

pressure recovery during the initial stage of the considered liquid hydrogen boiling experiment. 
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